Multilayer Perceptron and TF-IDF in the Classification of Hate Speech on Twitter in Indonesian
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Abstract – Twitter nowadays is one of the popular social media which currently has over 300millions accounts, twitter is the rich source to learn about people’s opinion and sentimental analysis. However, this also brings new problems where the practice of hate speech. This research classifies of hate speech on social media. Evaluation using dataset from previous research Ibrohim&Budi (2019), then using classification method Multilayer Perceptron which combined with feature extraction to be able to detect negations and weighting uses Term Frequency – Inverse Document Frequency (TF-IDF). Results show that the F1 score gives an accuracy rate of up to 74.51%. This research has a reasonably good effectiveness from combining the TF-IDF and Multilayer Perceptron methods, considering the results obtained from the F1 Score evaluation value.
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1. Introduction

The usage of social media, tends to grow each year, has given rise to a new phenomena. The Indonesian Internet Service Providers Association (APJII) conducted a poll of 2022 internet users and found that 89.15% of them frequently browse social media. In comparison to online socializing, talking, shopping, and other activities, this percentage is large. Social media technology gives people the ability to share their opinions, including hate speech, that subsequently spreads widely and becomes viral if the issues covered are “interesting.” This could lead to conflicts between groups on social media. This also creates new issues because hate speech is becoming more common through this media[1]. It demonstrates how the public social media space, which was intended to serve as a forum for the exchange of information, concepts, and knowledge, has changed into a setting for the dissemination of hate speech texts, disrespectful sentences, such as insults and curse words, that make it difficult for netizens to communicate effectively and creates hostility[2].

According to the National Police Criminal Investigation Agency of Indonesia, 143 hate speech-related cybercrimes were committed in Indonesia in 2015[3]. One of them is social media Twitter. Twitter nowadays is one of the popular social media currently has over 300millions accounts, twitter is the rich source to learn about people’s opinion and sentimental analysis[4]. According to data from We Are Social, Twitter occupies the fifth position of social media often used by the people of Indonesia. In the survey, it was seen that as many as 63.6%, or equivalent to 108 million Indonesians aged 16 to 64, are users who spend their time using Twitter[5].

One of the methods that researchers have attempted to automatically reduce hate speech is by using machine learning algorithms. Differences in opinion among people who decide whether to classify a piece of texts as hate speech or not present some challenges in identifying hate speech. It shows the potential for misclassification in machine learning algorithms that will later be trained based on human labeling[6].

Previous research by Ibrohim & Budi (2019) has successfully created datasets to identify abusive language and hate speech in Indonesian on the Twitter platform. The dataset is based on crawling results on the Twitter platform. Experiments were also conducted using unigram words, Random Forest Decision Tree (RFDT), and Label Power-set (LP) methods as the best combination of features, classifiers, and data transformation methods for all scenarios performed. Based on the experiments, an accuracy rate of 77.36% was produced to perform multi-label classification to identify abusive language and hate speech without identifying the target, category, and level of hate speech. On the other hand, 66.12% at the time of conducting multi-label classification to identify abusive language and hate speech, including identifying targets, categories, and levels of hate speech.

Using different methods, research by Polignano and
Basile (2018) has compared the classification methods of Logistic Regression, Support Vector Classification, K-nearest neighbors, Decision Tree, Random Forest, and Multilayer Perceptron classifier with TF-IDF featured extraction for Italian hate speech classification[7]. The final result of the study was that Multilayer Perceptron achieved an F1 Score of 79.1%. These results prove that Multilayer Perceptron has a better F1 Score value compared to the Logistic Regression algorithm with a value of 78%, Support Vector Classification with a value of 78.9%, K-nearest neighbors with a value of 70.5%, Decision Tree with a value of 68.0%, and Random Forest with a value of 78.7%.

With the background outlined, this study will identify hate speech on social media Twitter. This research adopts the method used by Polignano and Basile, namely by using Multilayer Perceptron combined with TF-IDF as its extraction feature. This study uses a dataset made by Ibrohim & Budi (2019), the F1 Score evaluation value will be measured. Hopefully, this study's results can significantly contribute to addressing the problem of hate speech on social media and improve understanding of natural language processing and machine learning techniques in text analysis.

2. Related Works

The implementation of Multilayer Perceptron was applied to Amalia Y. & Sibaroni Y. research (2020). Researchers analysis about sentimen Tweet data on the planned relocation of the Indonesian capital, with weighting using TF-IDF. The results of the built model are delta TF-IDF obtained the highest accuracy result of 70.6%. And TF-IDF at 68.5%[8]

The use of TF-IDF and Multilayer Perceptron method in Muzakki, Jondri & Umbara (2019). Researchers analysis about Student Questionnaire on Telkom University facilities. The Accuracy value uses the best Confusion Matrix calculation with a percentage of 91.23%[9].

Subsequent research uses the Multilayer Perceptron method for Tweet data sentiment of Indonesian netizens on the COVID-19 Vaccine. The classification model results with 68.8% accuracy, 0.82 precision, and 0.64 recall[10].

3. Research Method

Research methodology is a process that is required in research. In this research, the following (Figure 1) is an overview of the sequence of stages to be carried out:

Further explanation regarding the research stage in Figure 1 is as follow:
2. Preprocessing to prepare text data before it is used in next processes.
3. TF-IDF as feature extraction which is implemented using Scikit-Learn.
4. Cross Validation to split dataset to data training and data test.
5. Multilayer Perceptron as a classification which is implemented using Scikit-learn.
6. Evaluation with F1 Score to evaluate the model.

This research uses data from This study uses a dataset from previous research (Ibrohim & Budi, 2019) on the GitHub site. The reference dataset uses multi-label information to identify offensive language and hate speech. The data will be used in this study, the following is an example of the top 10 dataset shown in Fig. 2. Dataset with “Tweet” column visualized in Wordcloud form using matplotlib library shown in Fig. 3.

Fig. 1. Research Method

Fig. 2. Top 10 Dataset
The establishment of the TF-IDF extraction feature in determining document text can be exemplified in a simple manner as follows:

<table>
<thead>
<tr>
<th>Table 1</th>
<th>TF-IDF Sample Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Text</td>
</tr>
<tr>
<td>D1</td>
<td>Saya pergi</td>
</tr>
<tr>
<td>D2</td>
<td>Saya bekerja</td>
</tr>
<tr>
<td>D3</td>
<td>Saya bekerja</td>
</tr>
</tbody>
</table>

From the text of the statement above it can be arranged into a TF-IDF. His intuition is that a word appearing in multiple documents is not a good differentiator and should be given less weight than one that occurs in multiple documents. Merging Term Frequency (TF) schemes with Inverse Document Frequency (IDF) has proven to be a powerful method for processing text data or other purposes[12].

<table>
<thead>
<tr>
<th>Table 2</th>
<th>TF-IDF Calculation Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF</td>
<td>Saya</td>
</tr>
<tr>
<td>D1</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>1</td>
</tr>
<tr>
<td>D3</td>
<td>1</td>
</tr>
</tbody>
</table>

This study uses Scikit Library (sklearn) for feature extraction using TF-IDF. In Sklearn, the TF-IDF extraction feature can be implemented using the TfidfVectorizer module.

After extracting the text data, the dataset is divided randomly into training data and test data using Cross-Validation. One of cross-validation technique is K-fold cross validation, which breaks data into K pieces of the dataset of equal size, and using K-fold cross-validation to eliminate bias in data. Training and testing are carried out k times. In the first experiment, the S1 subset is treated as test data, and the other subset is treated as training data, in the second attempt, the S1, S3 subset... Sk becomes training data, S2 becomes testing data, and so on[13].

This research uses K-fold Cross Validation with 10-Fold Cross Validation using the library from scikit library. The first fold will be used as test data in the first test, and the remaining nine will be used as train data. An overview of the process can be seen below (fig. 4) for 10 folds.

The TF-IDF method is a method for calculating the weight of each word that is most commonly used in information retrieval. This method is also known to be efficient, easy and has accurate results[11].
The classification and evaluation used are Multilayer Perceptron and F1 Score. Multilayer Perceptrons are a class of feedforward neural networks built by layered acyclic graphs. A Multilayer Perceptron consists of at least three layers and non-linear activation. The first layer is called the input layer, the second layer is called the hidden layer, and the third layer is called the output layer. All three layers are fully connected, meaning every node in the hidden layer is connected to every node in the other layers. Multilayer perceptrons are trained using backpropagation, where weights are updated by calculating gradient decreases for the error function[14].

There are several ways to measure classification methods’ performance, including the Confusion Matrix, Precision, Recall, and F1-Score. F1-Score is an evaluation calculation in retrieval information that combines recall and precision. Precision is the ratio of the correct categorization of documents into categories to the total number of classification attempts. Recall is the level of the system's ability to recover relevant information[15].

4. Result and Discussion

The data used in this study is called Comma Separated Values (CSV). By using the read.csv function, the result data that has been imported into Python is shown in the following fig.5:

![Fig. 4. Preparing Dataset](image)

The output results has been calculated with TF-IDF, namely (0, 12074), indicating that in corpus 0 there is the 12074th index with a value of 0.204 and so on until the end, namely (13111, 3571) which indicates that in corpus 13111 there is the 3571st index with a value of 0.477.

After extracting feature of the text data, the next step is to split the dataset into training data or training and test data with Cross-Validation. The results/output of the cross-validation with example on Fold-1 can be seen in the following table.

![Fig. 5. Preparing Dataset](image)

<table>
<thead>
<tr>
<th>Indeks of Test Data</th>
<th>Indeks of Train Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 1, 2, ..., 1309,</td>
<td>1312, 1313, 1314, ..., 13109,</td>
</tr>
<tr>
<td>1310, 1311.</td>
<td>13110, and 13111</td>
</tr>
</tbody>
</table>

Table 3 above shows that in Fold 1, are 1312 data used to test the model (testing), with indices 0, 1, 2, ..., 1309, 1310, and 1311. There are also 11800 data used to train the model (training), with indices 1312, 1313, 1314, ..., 13109, 13110, and 13111. The cross-validation results on Fold 1 follow the Fig. 4 described in the previous chapter, which shows that this applies to the next fold up to Fold 10.

The next stage is forming the Multilayer Perceptron model using the import MLPClassifier from the scikit-learn library. After the model is formed, cross-validation of the features is carried out using the cross_validation function with a k-fold of 10. Then, the classification results are evaluated by calculating the F1 Score. The results of this phase can be seen in the following Fig. 7:
It can be seen that the highest F1 score is in the 10th fold. That shows that it has good effectiveness at the cross-validation stage with the train data and test data in the fold. So that the value obtained at the 10th fold produces a high F1 score among the other folds. The following is the result of the overall fold on Confusion Matrix:

<table>
<thead>
<tr>
<th>Confusion Matrix</th>
<th>Overall Score</th>
<th>Confusion Matrix</th>
<th>Overall Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive</td>
<td>4055</td>
<td>False Positive</td>
<td>1291</td>
</tr>
<tr>
<td>False Negative</td>
<td>6270</td>
<td>True Negative</td>
<td>1496</td>
</tr>
</tbody>
</table>

Table(4) shows the overall fold on the confusion matrix, with overall scores are 4055 as identified for true positive, 1291 for false positive, 6270 for true negative, and 1496 for false negative. The values obtained are used to calculate the F1 score. The evaluation results result from using TF-IDF and Multilayer Perceptron in classifying hate speech. The following are the results of the F1 Score obtained:

F1 Score: 0.7442

Figure(Fig. 7) show the result of an average F1 score with a result of 0.7442. These results indicate the level of accuracy of the classification model used in identifying hate speech. With the results that have been obtained, the model that has been done has a relatively good level of precision and recall in classifying. These results indicate that the model has good effectiveness in detecting hate speech.

5. Conclusion

Based on the research results that have been obtained and discussed previously, it can be concluded that the results of combined the TF-IDF method with the Multilayer Perceptron with F1 Scores get an average of 0.7742. The score that has been obtained shows that the class prediction results are relatively accurate, along with the results of the confusion matrix that have been obtained.

This research has a reasonably good effectiveness from combining the TF-IDF and Multilayer Perceptron methods, considering the results obtained from the F1 Score evaluation value, where if it is close to 1, then the model.
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